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ABSTRACT 

Motivated by the observation that the interannual variability of the North Atlantic 

Oscillation (NAO) is associated with the ensemble emergence of individual NAO events 

occurring on the intraseasonal time scale, one naturally wonders how the intraseasonal 

processes cause the interannual variability, and what the dynamics are underlying the 

multiscale interaction. Using a novel time-dependent and spatially localized multiscale 

energetics formalism, this study investigates the dynamical sources for the NAO events with 

different phases and interannual regimes. For the positive-phase events (NAO+), the 

intraseasonal-scale kinetic energy (K1) over the North Atlantic sector is significantly 

enhanced for NAO+ occurring in the negative NAO winter regime (NW), compared to those 

in the positive winter regime (PW). It is caused by the enhanced inverse cascading from 

synoptic transients and reduced energy dispersion during the life cycle of NAO+ in NW. For 

the negative-phase events (NAO−), K1 is significantly larger during the early and decay stages 

of NAO− in NW than that in PW, whereas the reverse occurs in the peak stage. Inverse 

cascading and baroclinic energy conversion are primary drivers in the formation of the 

excessive K1 during the early stage of NAO− in NW, whereas only the latter contributes to the 

larger K1 during the decay stage of NAO− in NW compared to that in PW. The barotropic 

transfer from the mean flow, inverse cascading and baroclinic energy conversion are all 

responsible for the strengthened K1 in the peak stage of NAO− in PW.
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1. Introduction

The North Atlantic Oscillation (NAO) is the most dominant and recursive teleconnection

pattern over the extratropical North Atlantic. It is characterized as a planetary-scale dipole 

oriented meridionally in sea level pressure (SLP) and has an equivalent barotropic vertical 

structure (Wallace and Gutzler 1981). The dynamical origin of the NAO has been a subject of 

numerous studies and debates in the past few decades, as it exerts broad influences on the 

regional and hemispheric weather and climate (e.g., Hurrell et al. 2003). 

As a typical low-frequency mode in the atmosphere, the NAO exhibits a broadband of 

temporal variabilities, ranging from weekly to decadal time scales (Hurrell 1995; Feldstein 

2000). Seminal works by Feldstein (2000, 2003) showed that the life cycle of typical NAO 

events has an e-folding time scale of about 10 days, analogous to a stochastic Markov process. 

Many studies since then sought to describe and understand the growth and decay of NAO 

patterns on the intraseasonal time scale using daily, rather than monthly or seasonally, 

averaged data, as a normal practice earlier on (Vallis et al. 2004; Benedict et al. 2004; Jia et 

al. 2007; Rivière and Orlanski 2007; Barnes and Hartmann 2010; Luo et al. 2015; Song 2016). 

Contrary points of view have been proposed for the origin of the NAO on the intraseasonal 

time scale, involving intrinsic and external forcing. Although atmospheric variability on this 

scale range may be influenced by local air-sea interactions (e.g., Peng et al. 2003; Czaja et al. 

2003; Ciasto and Thompson 2004; Nie et al. 2019), or by other forcings such as the El Niño-

Southern Oscillation (e.g., Brönnimann 2007; Ayarzagüena et al. 2018), the solar radiation 

(e.g., Kodera 2002; Gray et al. 2013) or the volcanic activity (e.g., Stenchikov et al. 2002; 

Christiansen 2008), results from both numerical experiments and observations have provided 

substantial evidence that the NAO is, at least partly, generated and maintained by intrinsic 

nonlinear interactions in the atmosphere (e.g., Thompson et al. 2003). 

One popular intrinsic mechanism states that the low-frequency planetary-scale NAO flow 

arises from strong interaction with synoptic transients (Lau 1988; Cai and Mak 1990; 

Nakamura and Wallace 1990; Robinson 2000; Vallis et al. 2004; Jin et al. 2006; Rivière and 

Orlanski 2007). Eddy forcing and wave breaking processes by synoptic transients have been 

shown to contribute significantly to the formation of the NAO pattern (Benedict et al. 2004; 

Woollings et al. 2008; Barnes and Hartmann 2010; Song 2016). Meanwhile, the low-

frequency flow also systematically organizes the transient eddies though local instability (Cai 

and Mak 1990; Lorenz and Hartmann 2003; Jin et al. 2006; Ren et al. 2012), indicating a 
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two-way interaction between the NAO and synoptic transients. For instance, by performing a 

momentum budget analysis, Lorenz and Hartmann (2003) proposed a simple positive 

feedback mechanism that anomalously strong synoptic eddies generated in a band of 

enhanced westerlies tend to strengthen the convergence of westerly momentum and therefore 

further accelerate the westerlies, and vice versa. Another intrinsic but less noted mechanism 

is the interaction between the seasonal mean flow (i.e., the North Atlantic midlatitude jet) and 

low-frequency perturbations (Simmons et al. 1983; Frederiksen 1983; Sheng and Derome 

1991; DeWeaver and Nigam 2000). Early attempt using normal mode analysis of a barotropic 

model (Simmons et al. 1983) revealed that the horizontally sheared jet stream can generate 

unstable modes similar to the teleconnection patterns observed in the atmosphere. 

Subsequently, Frederiksen (1983) examined a three-dimensional (3D) instability model and 

pointed out that barotropic instability alone is not enough to explain the observed intensity of 

the low-frequency anomalies, suggesting the importance of baroclinic process in maintaining 

the NAO pattern. 

In addition to intraseasonal variability, the NAO also exhibits significant interannual and 

longer-term modulations (Hurrell 1995; Watanabe et al. 1999; Cohen et al. 2005; Luo et al. 

2012). For example, it is well known that the 1960–70 (1980–2000) is dominated by a 

negative (positive) NAO climate regime (Hurrell 1995). The forcing mechanism of NAO on 

these time scales seems more controversial. Contradicting views exist on the NAO’s response 

to the sea surface temperature (SST) in numerical experiments. While some models forced by 

observed SSTs are capable of reproducing the observed interannual change of the NAO (e.g., 

Rodwell et al. 1999; Czaja et al. 2003), some are not (e.g., Josey et al. 2001; Cohen et al. 

2005). Bretherton and Battisti (2000) provided a note of caution on the physical interpretation 

of model experiments with prescribed observed SST field, which already contains the 

atmospheric interannual variability due to the dominant causal forcing from the atmosphere 

to the ocean on these time scales. 

On the other hand, some studies suggested that the long-term variability of the NAO 

should be interpreted as an ensemble emergence of individual NAO events occurring on the 

intraseasonal time scale, rather than a climate shifting process in response to external forcings 

(Feldstein 2000; Cassou et al. 2004; Johnson et al. 2008; Franzke 2009; Luo et al. 2012). 

Johnson et al. (2008) elaborated upon this perspective by using the self-organizing maps 

(SOMs), an unsupervised-learning clustering technique. Their result reveals that the 

interdecadal regime shift of the NAO is related to the change in the occurrence frequency of 
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the positive- or negative-phase NAO events in a certain decadal period, though both phases 

exist for both regimes. Luo et al. (2012) studied the increasing (decreasing) trend during 

1978–90 (1991–2008) in the winter-time mean NAO index and suggested that the occurrence 

frequency of intraseasonal NAO transitional events (i.e., negative-to-positive or positive-to-

negative events) may attribute to the observed decadal trends. While results of these studies 

highlight the importance of intraseasonal NAO events on the long-term variability of the 

NAO, they did not examine the causal relations among the covarying background jet stream, 

the NAO flow and the storm track eddies on the long-time scales. An understanding of this, 

especially from the time-dependent perspective of multiscale interactions, may help improve 

the predictability of the NAO on time scales from weeks to years.  

In this study, we will address this issue from a novel three-scale (i.e., seasonal mean flow, 

low-frequency fluctuation and synoptic transients) energetics point of view, with the aid of an 

orthogonal scale-decomposition tool, multiscale window transform (MWT), and the MWT-

based canonical transfer theory in light of energy conservation across scales (Liang 2016). In 

section 2, we first introduce the multiscale analysis framework and data used for this study, 

and then delineates the identification of positive- and negative-phase NAO events. Each 

group is further divided into two subgroups according to the phase of their interannual 

regimes. In section 3, we present the statistical and temporal characteristics of these NAO 

subgroups. The dynamical processes responsible for the distinct features of these events are 

investigated in section 4. This study is summarized and discussed in section 5. 

2. Method and Data

a. A localized three-scale energetics framework

Considering that the NAO is essentially an intraseasonal phenomenon with a typical life

cycle on the order of 10 days (Feldstein 2003), and that strong interactions exist between the 

synoptic-scale disturbances (periods less than a week), the low-frequency NAO flow and the 

seasonally-varying mean flow, we employ a three-scale energetics formalism (Liang 2016) to 

investigate the nonlinear multiscale interactions among these distinct components. The 

formalism invokes the use of a scale-decomposition technique, namely, the MWT, and the 

theory of canonical transfer, as described below. 

One of the major issues with traditional energetics formalisms using Reynolds 

decomposition (e.g., Lorenz 1955) or Fourier transform (e.g., Saltzman 1957) is that 

Accepted for publication in Journal of the Atmospheric Sciences. DOI 10.1175/JAS-D-23-0100.1.Brought to you by Nanjing University of Information Science and Technology | Unauthenticated | Downloaded 11/26/23 08:32 AM UTC



6 

localization is lost in the physical dimension where the decomposition is performed. In this 

study, we only consider decomposition on time scale, and hence localization is lost in time. 

To retain the local signals, it is common in atmospheric literature to use filters to decompose 

a field into several components (e.g., u u u  , where u  and u  stand for the slow 

manifold and transients of u) and then take the square of each component as the energy of the 

corresponding filtered field (e.g., 2u  and 2u ). Unfortunately, treating 2u  as the localized 

(i.e., time-dependent) eddy energy is problematic because 2 2 2u u u  . (Some people argue 

that there is involved an “interaction energy” 2uu , but that is confounded with, and hence 

cannot correctly give, the interscale energy transfer, which is the key in multiscale energetics 

studies.) To ensure the conservation of the total energy, the decomposition must be 

orthogonal (i.e., 0u u  ) so that 
2 2 2u u u  . It is important to realize that the slow-

manifold operator in 
2u cannot simply be removed. In fact, multiscale energy is a concept 

in phase space, such as that in the Fourier power spectrum. It is related to physical energy by 

the Parseval relation. A simple illustrative example is provided in the appendix of a previous 

paper by the author (Yang and Liang 2019). To overcome this difficulty, Liang and Anderson 

(2007) developed the MWT, a functional analysis tool that allows for an orthogonal 

decomposition of signals onto several scale windows while retaining their localized 

information. A distinct feature of the MWT as compared to traditional filtering techniques is 

that the MWT yields not only the reconstruction, but also the transform coefficients, on a 

specified scale window. The reconstruction, defined in physical space, is just like the 

traditional filtered field. But the transform coefficient is a new thing which, as we will see 

soon, allows for a physically consistent representation of multiscale energy. For example, in 

this study we need three components, involving the seasonal mean flow (periods > 64 days), 

the intraseasonal-scale flow (in the 8–64-day period) and the synoptic transients (periods < 8 

days). The cutoff period chosen to separate the synoptic and intraseaonal fluctuations is 

similar to that chosen in previous studies (e.g., Hoskins et al. 1983; Lorenz and Hartmann 

2003). A state variable, say, u(t), then can be decomposed into three parts, 

       0 1 2 ,u t u t u t u t   (1) 

where u~0, u~1 and u~2 stand for reconstructions (filtered fields) on the mean, intraseasonal 

and synoptic scale windows. Different from traditional filters, for each reconstruction u~ϖ(t) 

(ϖ = 0, 1, 2), there exists a corresponding transform coefficient, ˆ
nu 

 (n denotes the discrete
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time step and the hat is the transform operator) in the MWT framework. The very transform 

coefficient, defined in phase space, allows for a faithful representation of energy on window 

ϖ. By the property of marginalization (a property analogous to the Parseval relation), Liang 

and Anderson (2007) proved that the energy of u on scale window ϖ at time step n is  
2

ˆ
nu 

(up to some factor), just as the energy in a power spectrum which is the square of the 

transform coefficient. Note that  
2

ˆ
nu 

 is by no means equal to [u~ϖ(t)]2. 

In this study, we choose the period range of the intraseasonal-scale window as 8–64 days 

because the lifespan of typical NAO events lies in this band, similar to that implemented in a 

recent energetics study by Martineau et al. (2020). It should be noted that the e-folding time 

scale (a concept frequently used in NAO literature, i.e., about 10 days for typical NAO events) 

of a physical process is usually much shorter than the period of that process. For example, 

Simmons et al. (1983) reported that the teleconnection pattern in their barotropic model has 

an e-folding time scale of about one week and a period of about 50 days. Here the cutoff 

periods (i.e., 8 and 64 days) are chosen so because the MWT requires them to be a power of 2 

multiplied by the time step size of the data (i.e., one day in this study). We have also used 8–

32 days as the period range and find that the basic results in this study are unaltered. 

Applying the MWT to the primitive equations of the atmosphere, the equations governing 

the evolution of kinetic energy (KE) on scale window ϖ, denoted as Kϖ, can be derived. 

Interested readers are referred to Liang (2016) for technical details. The equation is as 

follows: 

     

   

~ ~ ~
~ ~ ~

~ ~ ~ ~

1 1
ˆ ˆ ˆ+ :

2 2

ˆ ˆ ˆˆ .

KK

h h h h h h

D

K

B

K

t

R





   
  

     





    
           

    

vv v vv v vv v

v

(2) 

where    , , ,h u v  v v is the three-dimensional (3D) velocity vector,   is the 3D 

gradient operator,   is the geopotential function and   is the specific volume. Note that the 

subscript n is omitted for notational brevity. The colon operator (:) stands for colon product 

of two dyads such that, for vectors A, B, C, and D, (AB):(CD) = (A·C)(B·D). The physical 

meaning of each term on the right-hand side of Eqn. (2) is described as follows. KD
 is the

spatial advection of Kϖ by the total flow. 
 is the rate of work done by the geopotential
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fluxes. Since the geostrophic flow is nondivergent, only the ageostrophic flow contributes to 

this term (Orlanski and Katzfey 1991). The advection and geopotential flux divergence term 

represent energy dispersion processes that redistribute energy in the physical space, and 

therefore will be treated as a combined nonlocal term KD   in this study. Bϖ is the

vertical buoyancy flux on window ϖ (also referred to as the buoyancy/baroclinic energy 

conversion) that converts available potential energy (APE) to Kϖ. K

 is the barotropic KE

transfer due to nonlinear interaction. KR
 includes friction and subgrid-scale dissipation. This

term is not explicitly diagnosed but treated as the residue of the equation due to unavailability 

of certain variables from the reanalysis dataset. 

Among the various terms in Eqn. (2), K

 , referred to as the canonical transfer of KE or

barotropic canonical transfer, is particularly important because it measures the energy 

transferred to window ϖ due to nonlinear interactions. It was first introduced in Liang and 

Robinson (2005, 2007), and was later rigorously formulated in Liang (2016). K

 satisfies the

following conservation property: 

, 0.K n

n





  (3) 

That is, the sum of KE transfers over all windows and time steps is zero, implying physically 

there is no net generation or destruction of energy as a whole. This property, though simply 

stated, does not in general hold for existing energetics formalisms. 

In the following, the Reynolds mean–eddy decomposition framework is considered to 

allow for a direct comparison between canonical transfer and conventional transfer. The KE 

equations for the mean and eddy in the conventional sense are: 

    ,  andM
M

K
K

t


       


v v v v (4) 

21
: ,

2

EK

t

  
        

  
vv v v v (5) 

respectively. The overbar and the prime stand for an ensemble mean (practically replaced by 

a time mean) and the departure from the mean (referred to as the eddy component), 

respectively.   21 2MK  v  and   21 2EK  v are the mean and eddy KE, respectively. 

Additional terms including the pressure work, the buoyancy conversion and dissipation are 
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not shown in the above equations since they irrelevant for illustration. The two terms on the 

right-hand side of Eqs. (4) and (5) have been interpreted as the KE transfer [also referred to 

as barotropic transfer (BT)] due to eddy–mean flow interaction. Particularly, it has been a 

convention in literature to calculate :  v v v  and take it as the indicator of barotropic 

instability. 

It is important to note that the BTs in the above conventional equations do not cancel out. 

This is not what one would expect, because physically a transfer process should only 

redistribute energy between the two scale windows, without generating or destroying energy 

as a whole. This problem, often overlooked, actually has long been known (e.g., Holopainen 

1978; Plumb 1983). It has just been systematically addressed by Liang and Robinson (2005, 

2007) and Liang (2016) in the development of their MWT-based multiscale energetics 

formalism. 

In these systematic studies, they first showed (Liang and Robinson, 2007), and later on 

rigorously proved (Liang, 2016), that the barotropic canonical transfer within the Reynolds 

decomposition framework should be 

    1
: .

2
         
 

v v v v v v (6) 

Accordingly, the mean and eddy KE equations are 

1
,  and

2

M
M

K
K

t

  
       

  
v v v v (7) 

21 1
,

2 2

EK

t

  
         

  
vv v v v (8) 

respectively. In contrast to the conventional formalism, the BTs in above two equations sum 

to zero, indicating that the canonical transfer conserves energy over the two scale windows. 

Extensive validation of the canonical transfer has been done. For example, Liang and 

Robinson (2007) showed that the canonical transfer verifies the localized instability structure 

of a benchmark barotropic jet stream model, while the conventional transfer formula fails. 

More appealing properties of a canonical transfer include that it satisfies Jacobian identity, 

and bears a Lie bracket form which reminds one of the Poisson bracket in theoretical physics, 
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Hamiltonian dynamics in particular, indicating that canonical transfer is indeed more 

physically relevant. 

K

 needs to be further divided to single out the interaction between two specified scale

windows, which is fulfilled by the “interaction analysis” procedure as explained in details by 

Liang and Robinson (2005). Here we present a brief description of this procedure. Note that 

all individual terms in K

 bear a form of triple product like  ˆ
K


    . Take window 

ϖ = 1 (the focus of this study) for instance, it can be decomposed as follows: 

       

     

   

1 2

0 1

2 1

0 2 1

1

2 2 ~1 ~1 ~11
1 1 1 1 0 0 0 1 1 0

0 0

~1 ~1 ~1
1 1 2 2 1 2 2

~1 ~1
1 0 2 2 0

ˆ ˆ ˆ

ˆ

ˆ

K

K

K

K

 

           

      

    





 

 







   
        

  

 
   

 

 
  

 

 

 
1 1

~1
1 1 1ˆ ,

K

  





(9) 

where 
0 1

K

 represents the barotropic energy transfer rate from the mean flow window (ϖ = 0)

to the intraseasonal window (ϖ = 1), 
2 1

K

 represents the transfer rate from the synoptic

window (ϖ = 2) to the intraseasonal window (ϖ = 1), 
0 2 1

K

  represents the contribution

from the mean-synoptic interaction to the intraseasonal window, and 
1 1

K

 is the transfer rate

through interaction among the intraseasonal fluctuations themselves. 

It is worth noticing that energetics analysis of the atmospheric low-frequency 

teleconnection patterns is not new. Simmons et al. (1983) found that the most rapidly 

growing mode in a barotropic jet model has a period close to 50 days. The unstable mode is 

found to extract KE from the background flow and maximized in the jet exit region. Using a 

two-layer quasi-geostrophic channel model, Cai and Mak (1990) analyzed the spectral 

energetics of the simulated flow and found that the low-frequency planetary waves are 

sustained by high-frequency synoptic-scale waves through inverse cascading. By dividing the 

original flow into a time-mean, a low- (>10-day period) and a high-frequency (<10-day 

period) component, Sheng and Derome (1991) studied the time-mean feature of the three-

scale energetics in the Northern Hemisphere based on a 5-year reanalysis dataset and found 
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that the barotropic energy transfer from both the mean flow and the high-frequency transients 

are primary energy sources for the low-frequency variability. Subsequently, many numerical 

and observational studies provided evidence that the two barotropic processes play important 

roles in maintaining the low-frequency teleconnection patterns (Higgins and Schubert 1994; 

Jiang et al. 2013; Luo et al. 2015; Castanheira and Marques 2019). Conversely, another group 

of studies emphasized that the baroclinic energy conversion, a well-known process that 

dominates the generation of high-frequency transients in the atmosphere, is also an important 

and even a larger source of energy for the low-frequency variability compared to the 

barotropic processes (e.g., Higgins and Schubert 1994; Martineau et al. 2020). 

The above-mentioned works have provided helpful insights into the energetics of the low-

frequency variability in the atmosphere. However, most of these studies are conducted from a 

time-mean perspective so that they did not describe the energetic processes underlying the 

growth and decay of the NAO life cycle. More importantly, none of the studies to date have 

examined the interannual variability of the NAO events from a multiscale energetics 

perspective. As will be shown later, new insights can be gained by considering the 

interannual regimes of the NAO separately. Moreover, different from previous studies using 

simple or idealized models, the multiscale energy budget formalism used in this study is 

derived from the primitive equations of atmosphere and hence full physics are embedded in 

the diagnostic metrics. Therefore, the MWT-based theory of canonical transfer and time-

dependent analysis allow for an investigation of spatiotemporal characteristics of the 

energetics on a more conceptually and physically rigorous footing.  

The energetics analysis is performed on time series extending through the entire year, but 

only data for the boreal winter months [December–February (DJF)] are analyzed in this study 

because the NAO is most active during the winter season (e.g., Hurrell et al. 2003). 

b. Data

In this study, the daily outputs from the Twentieth-Century Reanalysis (20CR) version 2

(Compo et al. 2011) distributed by the National Oceanic and Atmospheric Administration 

(NOAA) are used. This dataset has a horizontal resolution of 2° × 2° and provides a long-

term state estimate of the global atmosphere from 1871 to 2012. The 20CR project uses an 

ensemble Kalman filter assimilation scheme (Whitaker and Hamill 2002) to assimilate 

surface pressure observations every 6 hours. The 142-year long dataset yields a considerably 

larger data sample compared to other widely used atmospheric reanalysis. Previous model-
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observation and inter-reanalysis verifications indicate that the 20CR has a good performance 

in reproducing the observed long-term features of the NAO (e.g., Compo et al. 2011; 

Woollings et al. 2015). 

c. NAO event identification

Following the conventional definition of the NAO (e.g., Barnes and Hartmann 2010), we

define the NAO spatial pattern as the leading empirical orthogonal function (EOF) of the 

monthly-mean sea level pressure (SLP) anomaly over the North Atlantic sector (20°–85°N, 

90°W–50°E), which accounts for 33.7% of the total variance of the monthly SLP. The 

seasonal cycle and linear trend are removed from the monthly-mean SLP field prior to the 

EOF analysis (notice that this procedure does not change the result). The SLP field is also 

properly area-weighted prior to the EOF analysis to account for the uneven grid size (e.g., 

Barnes and Hartmann 2010). By convention, the positive phase of the NAO pattern 

corresponds to a positive lobe across the subtropical Atlantic and a negative lobe at high 

latitudes (Fig. 1a). The paired monthly-mean principal component (PC) time series is 

averaged in each winter (DJF) and normalized by its standard deviation to obtain the 

wintertime-mean NAO index, which exhibits significant variabilities on interannual and 

longer time scales (Fig. 1b). It can be also seen that the predominantly negative regime in 

1960–70 and positive regime in 1980–2000, as reported in observation records (Hurrell 1995), 

are well reproduced in the 20CR reanalysis, demonstrating the high degree of fidelity of this 

dataset. In this study, positive (negative) NAO winters are determined when the wintertime-

mean NAO index exceeds +0.5 (−0.5) standard deviation. 
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Fig. 1 (a) Leading EOF of the wintertime (DJF) monthly-mean SLP anomalies over the 

North Atlantic sector (20°–85°N, 90°W–20°E). The spatial pattern, in terms of amplitude 

(unit: hPa), is obtained by regressing the SLP anomalies onto the standardized PC time series. 

(b) standardized winter-time mean PC time series associated with the leading EOF pattern,

referred to as the winter-time mean NAO index. The dashed lines denote ±0.5 standard

deviation. Positive (negative) NAO winters are defined when this index exceed +0.5 (−0.5)

standard deviation.

To investigate the evolution of the NAO events occurring on the intraseasonal time scale, 

we also need an index with a daily temporal resolution. This index is obtained by the 

following procedures, which is similar to the ones used in previous studies (e.g., Jia et al. 

2007; Benedict et al. 2004; Kunz et al. 2009; Barnes and Hartmann 2010).First, the seasonal 

cycle and linear trends are removed from the original daily SLP field (again this procedure 

does not significantly change the result). Then a low-pass filter is applied to remove the 

synoptic-scale (periods < 8 days) transients. Finally, the treated SLP field is projected onto 

the NAO pattern and normalized by its standard deviation to obtain the daily NAO index. 

The positive- and negative-phase NAO events, denoted as NAO+ and NAO− for short, are 

identified as follows. Local maximum and minimum are searched in the daily NAO index 

time series. Once the maximum (minimum) value exceeds +0.5 (−0.5) standard deviation, a 

NAO+ (NAO−) event is identified, and the peak day is labeled as the lag 0 day (also referred 

to as the onset day). The 15 neighboring days before and after the onset day (in all 31 days) 
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are selected out accordingly. The 31-day window is chosen so because it is sufficiently longer 

than the lifetime of typical NAO events. When two or more peaks are detected within the 31-

day window, only the one with the largest amplitude is kept. We further discard events if the 

growth and decay are nonmonotonic between lag −5 to +5 days, to make sure that our 

analysis does not include any highly oscillatory event whose index drops and rise back as a 

secondary peak. 

To further investigate the interannual regimes of the NAO, we delineate four subgroups 

from the identified events by checking whether or not an event occurs in the positive or 

negative NAO winters (indicated by the wintertime-mean NAO index as described above). If 

a NAO+ (NAO−) event occurs in a positive NAO winter, then it is defined as a 
+

PWNAO

( PWNAO
) event. Similarly, if a NAO+ (NAO−) event occurs in a negative NAO winter, then 

it is defined as a 
+

NWNAO  ( NWNAO
) event.

3. Spatiotemporal characteristics of the NAO events in different

interannual regimes 

a. Regression pattern

In this section, we present the distinct characteristics of the NAO events in the positive

and negative NAO winters. Before doing so, it is useful to show the phase relationships 

between the NAO pattern and various fields such as the background jet stream, the 

meridional potential vorticity gradient (PVy), and the KE on the synoptic-scale (K2) and 

intraseasonal-scale (K1) window. Fig. 2 displays the spatial patterns of zonal wind anomaly 

(U), PVy, K
2 and K1 at 300 hPa regressed onto the daily NAO index. The regressed U exhibits 

a tripolar pattern of almost zonally oriented anomalies, with a positive band from 45°N to 

65°N and negative bands to its south and north (Fig. 2a). This indicates that North Atlantic 

midlatitude jet stream is intensified (weakened) and shifts northward (southward) for the 

NAO+ (NAO−), consistent with previous findings (e.g., Luo et al. 2018). There’s a high 

spatial coincidence between the regressed patterns of PVy and U (Fig. 2a and 2b). According 

to the equivalent barotropic PV model developed by Luo et al. (2018), enhanced (reduced) 

PVy is indicative of enhanced (reduced) energy dispersion and reduced (enhanced) 

nonlinearity. The close linkage between the two properties indicates that the NAO+ is 

associated with an enhanced energy dispersion and hence reduced nonlinearity due to the 
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intensified and northward shifted jet stream. The opposite is true for the NAO−. In section 4, 

we will show that the dispersion–nonlinearity relation in the life cycle of NAO events is not 

as simple as the one predicted by the barotropic model, especially when considering their 

interannual regimes. 

Fig. 2 Spatial patterns of (a) zonal wind (U; unit: m s−1), (b) PVy (unit: 10−13 K m2 kg−1 

s−1), (c) K2 (unit: m2 s−2) and (d) K1 (unit: m2 s−2) at 300 hPa regressed onto the daily NAO 

index. Superimposed in black contour is the regressed pattern of geopotential height at 300 

hPa. The contour interval (CI) is 20 gpm. Solid (dashed) thin contours denote positive 

(negative) values, and zero contours are in thick solid. 

Changes in jet strength and position alter the atmospheric baroclinicity and thus impact 

the storm track eddy activity. As can be seen from Fig. 2c, the NAO+ (NAO−) is associated 

with an increase (decrease) of K2 along the band where the regressed U is anomalously strong 

(weak), especially in the eastern Atlantic sector. Similar in-phase relation between the 

Atlantic storm track eddy activity and the daily NAO index has been reported in previous 

studies (Lorenz and Hartmann 2003; Rivière and Orlanski 2007; Castanheira and Marques 

2019). This contrasts with that for the intraseasonal variability where K1 is found to be 

negatively correlated with the daily NAO index over the most of the midlatitude and high-

latitude North Atlantic (Fig. 2d), indicating that the NAO− is associated with enhanced 

intraseasonal variability over the North Atlantic, and vice versa, in agreement with previous 

findings (Rennert and Wallace 2009; Ma and Liang 2023). This is not surprising because the 

NAO− is characterized by a strong meandering jet stream, whereas the jet stream takes a less 

meandering path for the NAO+ (Benedict et al. 2004). Since both phases vary on the 
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intraseasonal time scale, the meandering jet stream for the NAO− generally contains more 

intraseasonal KE than its NAO+ counterpart. 

The above results based on regression analysis are consistent with our previous 

knowledge about the fundamental aspects of the NAO. However, the regression method alone 

cannot discriminate the asymmetric features embedded in the growth and decay of the two 

phases as well as their different characteristics on the interannual time scale. In the following, 

we conduct lagged composite analyses to fulfill the purpose. 

b. Lagged composite results

1) STATISTICS

Fig. 3 shows the time series of the daily NAO index for individual (thin grey lines) and

composite (i.e., the multi-event average at each lag day; thick lines) NAO events. During the 

141 winters from December 1871 to February 2012, there are 254 NAO+ and 271 NAO− 

events according to our identification procedure. On average, the NAO+ (NAO−) events have 

an e-folding time scale of about 8 (9) days and peak amplitude of 1.72 (−1.89) (Table 1). This 

indicates that the NAO− events tend to have a slightly more persistent lifespan and stronger 

amplitude than the NAO+ events, consistent with previous results (e.g., Woollings et al. 2010; 

Luo et al. 2018) In contrast to the moderate asymmetries of persistence and amplitude 

between the two phases, the NAO events exhibit a clear distinction between different 

interannual regimes. As can be seen from Table 1, the number of 
+

PWNAO  is more than twice 

than that of 
+

NWNAO . The e-folding time scale of the composite 
+

PWNAO is about 10 days, 

whereas that of the 
+

NWNAO  is only about 6 days. Besides, the peak amplitudes of the 

composite 
+

PWNAO  and 
+

NWNAO  are 2.05 and 1.25, respectively. Therefore, on average, 

NAO+ occurs more frequently, and is more persistent and stronger during positive NAO 

winters than in negative NAO winters. Similarly, NAO− is more frequent, persistent and 

stronger in negative NAO winters (compare the statistics of PWNAO
 and NWNAO

 in Table 1). 

These results imply that the interannual variation of the winter-time mean NAO index is 

closely related to the ensemble mean of NAO events that are essentially occurring on the 

intraseasonal time scale, in agreement with previous studies by Johnson et al. (2008) and Luo 

et al. (2011, 2012). That is, the positive interannual NAO regime is dominant by higher 

(lower) occurrence frequency of NAO+ (NAO−) events, with more (less) persistent lifespan 
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and enhanced (reduced) intensity than their mean condition (i.e., composite including all 

winters). In contrast, the negative interannual NAO regime is dominant by higher (lower) 

frequency of occurrence of NAO− (NAO+) events, with more (less) persistent lifespan and 

enhanced (reduced) intensity than their mean condition. 

Fig. 3 Time series of the daily NAO index for the individual (a) NAO+, (b) 
+

PWNAO , (c) 

+

NWNAO , (d) NAO−, (e) PWNAO
and (f) NWNAO

 events (in grey thin lines). Thick lines 

denote their respective composite mean. The number of events for each group is denoted at 

the bottom-right corner in each subplot. 

Type Meaning Number 

of events 

Peak 

amplitude 

e-

folding 

time 

scale (in 

day) 

NAO+ Positive NAO events in all winters 254 1.72 8 

PWNAO Positive NAO events in positive NAO winters 115 2.05 10 

PWNAO Negative NAO events in positive NAO winters 52 1.25 6 
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NAO− Negative NAO events in all winters 271 −1.89 9 

+

NWNAO Positive NAO events in negative NAO winters 75 −1.35 7 

NWNAO Negative NAO events in negative NAO winters 107 −2.37 11 

Table 1 Statistics of the NAO events. 

2) TEMPORAL EVOLUTION OF THE NAO PATTERN

Fig. 4a and 4d respectively show the time-evolving spatial structure of the 300-hPa

geopotential height anomaly (color shading) for the composite NAO+ and NAO− events in all 

winters. Noticeable differences can be seen between the life cycles of the two phases. For the 

NAO+ events (Fig. 4a), a weak negative geopotential height anomaly appears over the east 

coast of North America about one week before the onset day. This anomaly develops, 

propagates downstream and forms the northern lobe of the NAO+ pattern over Greenland. 

After the onset day, the negative anomaly decays rapidly and moves eastward. In contrast, the 

onset of the NAO− pattern is associated with the westward propagation and intensification of 

a positive anomaly that first appears east of Greenland (Fig. 5a). These asymmetric features 

of two NAO phases are consistent with previous composite analyses (e.g., Feldstein 2003; Jia 

et al. 2007; Luo et al. 2018). 
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Fig. 4 Time-evolution spatial patterns of geopotential height anomalies (color shading; 

unit: gpm) and zonal wind anomalies (black contour; CI: 4 m s−1) at 300 hPa for (a) NAO+, (b) 
+

PWNAO  and (c) 
+

NWNAO  events. Strippled are regions where the composite geopotential 

height anomalies are significant at the 90% confidence level based on the Student’s t test. 
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Fig. 5 As in Fig. 4, but for (a) NAO−, (b) PWNAO
and (c) NWNAO

. 
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To see the interannual variability, we show in Fig. 4b–c and Fig. 5b–c the lagged 

composites of NAO+ and NAO− events, respectively, in positive and negative NAO winters. 

As expected, the amplitude and persistence of the 
+

PWNAO  ( NWNAO
) dipole are noticeably 

larger and longer than those of the 
+

NWNAO  ( PWNAO
). Take the NAO+ for example, 

significant negative anomaly appears about lag −6 days in the positive NAO winters, much 

earlier than that in the mean condition (compare Fig. 4a and 4b). Also, the negative anomaly 

persists much longer than that in the mean condition. In contrast, in the NAO negative 

winters, the negative anomaly does not seem to be fully established until lag −2 days, before 

which the region is instead occupied by a positive anomaly (Fig. 4c). The negative anomaly 

decays much faster than in its mean condition, and is replaced by a positive anomaly at lag 

+6 days (compare Fig. 4a and 4c). Similarly, from Fig. 5b–c, one immediately sees that the

growth and decay of the NAO− dipole structure are much persistent and intensified during the 

negative NAO winters than those in the positive NAO winters. 

As mentioned in the previous subsection, the temporal evolution of the NAO events is 

closely related to the strength and position of the North Atlantic midlatitude jet stream. The 

lagged composite U (black contours in Fig. 4a and Fig. 5a) shows that as the dipole pattern 

grows, the midlatitude jet stream gets strengthened (weakened) and shifts northward 

(southward) for the NAO+ (NAO−), consistent with previous findings (e.g., Woollings et al. 

2008; Luo et al. 2018). The reverse is true for the decay stage of the dipole pattern. Regarding 

the interannual regimes, the jet stream is stronger for the 
+

PWNAO  than for the 
+

NWNAO  (black 

contours in Fig. 4b–c), and is weaker for the NWNAO
than for the PWNAO

 (black contours in 

Fig. 5b–c). 

3) SYNOPTIC- AND INTRASEASONAL-SCALE KINETIC ENERGY

Fig. 6 and Fig. 7displays the lagged composite of K1 (color shadings) and K2 (black

contours) at 300-hPa for the NAO+, NAO− and their interannual regimes. When considering 

composite through all winters, K2 is more zonally expanded and intensified for the NAO+ 

than the NAO− (see lag −4 to +4 days in Fig. 6a and 5d), and has an in-phase relation with the 

background U (black contours in Fig. 4a and 4d), consistent with the regression result. 

However, on the interannual time scale, the storm-track eddy activity does not exhibit a 

simple positive correlation with the jet strength. For example, K2 is significantly larger for the 

+

NWNAO  just prior to the onset day (see lag −2 days in Fig. 6b and 5c), during which the jet 
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stream has a weaker intensity (Fig. 4b and 4c). In contrast, during the decay stage of the 

NAO− (see lag 0 to +4 days in Fig. 6e and 5f), K2 is significantly stronger for the PWNAO

than the NWNAO
. 
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Fig. 6 Time-evolution spatial patterns of the vertically-averaged (1000–100 hPa) K1 

(color shading; unit: m2 s−2) and K2 (black contour; CI: 10 m2 s−2 staring from 40 m2 s−2) for 

(a) NAO+, (b)
+

PWNAO  and (c) 
+

NWNAO
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Fig. 7 As in Fig. 6, but for (a) NAO−, (b) PWNAO
and (c) NWNAO

. 
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The phase- and regime-dependent features of the NAO-related storm-track eddy activity 

can be better seen in the domain-averaged time series of K2 over the area of 37°–70°N, 

60°W–0° (Fig. 8a and 8b). The area, similar to the one defined in Barnes and Hartmann 

(2010), is denoted as the “NAO region” throughout the paper. We find that our results are not 

sensitive to small change in domain size due to the coherent structures of the physical 

processes discussed in this study. The area-mean K2 from lag −5 to +7 days (black lines in 

Fig. 8a and 8b) appears larger for the NAO+ than the NAO−, which is statistically significant 

at the 90% confidence level for a two-sided Student’s t test. In particular, the onset of NAO+ 

is preceded by a significant increase of synoptic eddy activity (lag −5 to −1 days), while the 

level of K2 remains quite low prior to the onset of NAO−. The interannual composites of K2 

exhibit more complex variations (red and blue lines in Fig. 8a and 8b). Although the 

differences between positive and negative NAO winters fall below the 90% confidence level 

at many lags (possibly due to a decreased sample of events used in the interannual 

composites), some noticeable aspects stand out: 1) there is a significant increase of K2 at the 

early stage of 
+

PWNAO  (see lag −10 to −8 days in Fig. 8a) compared to that of 
+

NWNAO ; 2) K2

increases sharply in the segment of lag −6 to −1 days for the 
+

NWNAO and even exceeds its 

counterpart of the 
+

PWNAO before the onset day (Fig. 8a); 3) K2 is overall larger during the 

life cycle of PWNAO
than that of NWNAO

, especially in the decay stage (Fig. 8b). 
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Fig. 8 Composite daily time series of the volume-mean K2 (unit: m2 s−2) for (a) NAO+ and 

(b) NAO−. The volume averaging is taken over the area of 37°–70°N, 60°W–0° (referred to

as the NAO region in this paper) and vertical layers from 1000 hPa to 100 hPa. The black, red

and blue lines in (a) stand for the composite of all NAO+ events, the 
+

PWNAO  events and the 

+

NWNAO  events, respectively, whereas those in (b) stand for the composite of all NAO− 

events, the PWNAO
events and the NWNAO

 events, respectively. The black dots in (a) and (b) 

indicate that the differences of K2 between the NAO+ and NAO− are statistically significant at 

the 90% confidence level based on the two-sided Student’s t test. The red and blue dots in (a) 

indicate that the differences of K2 between the 
+

PWNAO  and 
+

NWNAO  are statistically 

significant at the 90% confidence level, whereas those in (b) indicate that the differences of 

K2 between the PWNAO
 and NWNAO

 are statistically significant at the 90% confidence level. 

(c) and (d) As in (a) and (b), but for K1 (unit: m2 s−2). (e) and (f) As in (a) and (b), but for B2

(unit: 10−5 m2 s−3).

The temporal evolution of K1 is more coherent than K2. A glance of its time-evolving 

spatial patterns (color shading in Fig. 6) reveals that K1 has stronger loadings in the Atlantic 
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sector from lag −2 to +6 days for the NAO− than the NAO+, consistent with the regression 

result. On the interannual time scale, the NAO+ has stronger K1 during the negative NAO 

winters than the positive NAO winters, especially in the segment of lag −2 to +6 days 

(compare the 
+

PWNAO  and 
+

NWNAO  composites in Fig. 6 and Fig. 8c). Regarding the NAO− 

case, during the peak period from lag −2 to +1 days, K1 is stronger in amplitude for the 

PWNAO
than the NWNAO

, whereas the reverse occurs for the early and decay stages (Fig. 7 

and Fig. 8d). It is interesting to note that, during the decay stage, K1 can be even larger for the 

+

NWNAO  than for the NWNAO
 (blue lines in Fig. 8c and 8d), indicating that the relation 

between K1 and the phase of NAO can be different in the two interannual regimes. 

The above results indicate that the relation between the NAO flow and transient eddy 

activity may not be as unambiguous as those suggested in previous studies (Lorenz and 

Hartmann 2003; Barnes and Hartmann 2010; Luo et al. 2015). Luo et al. (2015) noted a 

positive correlation between the NAO− amplitude and the synoptic-scale eddy KE in their 

barotropic model, which seems inconsistent with the observation that the NAO+ is associated 

with anomalously high synoptic eddy activity level in the NAO region. Another mechanism 

proposed by Lorenz and Hartmann (2003), which states that synoptic eddies and the NAO-

related zonal wind anomaly reinforce each other, seems to be more in agreement with the 

observations. Barnes and Hartmann (2010) argued that the enhanced synoptic eddies during 

NAO+ do not feedback to the anomalous NAO flow effectively due to their extended 

downstream dispersion by the strong jet stream. Conversely, the weak jet stream during 

NAO− allows more synoptic eddies to break in the NAO region, leading to efficient eddy 

feedback to the NAO flow. Nevertheless, these previous studies did not address the 

interannual regimes of the NAO events, which should be considered separately due to their 

distinct dynamical characteristics as mentioned earlier. In section 4, we will show that the 

eddy forcing processes, in terms of inverse cascading process, are highly phase- and regime-

dependent. 

4. Dynamical analysis

In the previous section, we have shown that the growth and decay of the two phases of the

NAO are characterized by distinct KE evolution on both intraseasonal and synoptic time 

scales. Further distinction is revealed by separating the events into different interannual 

regimes, i.e., positive NAO winters and negative NAO winters. In this section, we will 
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identify the sources and sinks of K1 during the life cycles of the events within the three-scale 

energetics framework as introduced in section 2a, with a focus on the asymmetric 

characteristics of energetic processes between different phases and regimes. The equation for 

the K1 tendency can be written symbolically as 

 
1

0 1 2 1 1 1 1 1 ,K K K K

K
B D R

t

 
      


(10) 

where we have omitted the terms 
1 1

K

 and 
0 2 1

K

  due to the following reasons. First, 
0 2 1

K

 

is negligibly small compared to 
0 1

K

  and 
2 1

K

 (Fig. 9). Second, the small but nonnegligible

1 1

K

 does not show a significant interannual variation and therefore cannot explain the

distinct K1 variation regarding the interannual regimes of the NAO (Fig. 9). 

Fig. 9 Composite daily time series of the volume-mean of 
0 1

K

  (red), 
2 1

K

 (blue),

0 2 1

K

  (pink) and 
1 1

K

  (yellow) for (a) NAO+, (b) 
+

PWNAO , (c) 
+

NWNAO , (d) NAO−, (e) 

PWNAO
 and (f) NWNAO

. All terms are in units of 10−5 m2 s−3. As in Fig. 8, the volume 

averaging is taken over the NAO region and vertical layers from 1000 hPa to 100 hPa. 
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The above budget equation shows that the temporal evolution of the K1 is controlled by 

five processes: 1) 
0 1

K

 : the barotropic canonical transfer from the background mean flow to

the intraseasonal-scale flow (positive means a transfer of KE from the mean flow to the 

intraseasonal flow, and vice versa), 2) 
2 1

K

 : the barotropic canonical transfer from the

synoptic transients to the intraseasonal-scale flow (positive means a transfer of KE from the 

synoptic transients to the intraseasonal flow, and vice versa), 3) 
1B : baroclinic energy 

conversion between APE and K1 (positive means a conversion from APE to K1, and vice 

versa), 4) 
1 1

KD  : nonlocal dispersion of K1 due to advection and geopotential flux (positive 

means inward energy fluxes from surrounding regions, and vice versa), and 5) 
1

KR : 

dissipation. In the following, we will diagnose these terms to unravel the energetics 

underlying the two phases of the NAO events (section 4a) and their interannual regimes 

(section 4b). 

a. NAO+ and NAO− composites

The black lines in Fig. 10 depict the temporal evolutions of the five terms on the right-

hand-side of Eqn. (10) averaged over the NAO region during the life cycles of the composite 

NAO+ and NAO− events though all winters. It can be seen that 
0 1

K

 remains relatively small

before the onset of NAO+ but reaches its peak at lag +1 days (Fig. 10a and Fig. 11a). This 

could explain why there is a moderate peak of K1 after the onset of NAO+. In contrast, the 

onset of NAO− is preceded by an increase of 
0 1

K

 from lag −6 to −1 days (Fig. 10b). After

reaching its peak, 
0 1

K

 decreases sharply and even changes its sign to negative at about lag

+3 days. The spatial pattern of
0 1

K

 reveals a coherent positive pool in the NAO region prior

to the onset of NAO− (Fig. 12a). These results indicate that barotropic instability plays an 

important role in energizing the onset of NAO− by transferring KE from the background jet 

stream to the intraseasonal NAO flow, consistent with previous study by Ma and Liang 

(2023). 

Accepted for publication in Journal of the Atmospheric Sciences. DOI 10.1175/JAS-D-23-0100.1.Brought to you by Nanjing University of Information Science and Technology | Unauthenticated | Downloaded 11/26/23 08:32 AM UTC



30 

Fig. 10 As in Fig. 8, but for (a,b) 
0 1

K

 , (c,d) 
2 1

K

 , (e,f) B1, (g,h) 
1 1

K KD  , (i,j) 
1

KR . The 

energy terms are all in units of 10−5 m2 s−3. 
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Fig. 11 Time-evolution spatial patterns of the vertically-averaged (1000–100 hPa) 
0 1

K



(color shading; unit: 10−5 m2 s−3) and zonal wind anomalies (black contour; CI: 4 m s−1) at 

300 hPa for (a) NAO+, (b) 
+

PWNAO  and (c) 
+

NWNAO . 

Accepted for publication in Journal of the Atmospheric Sciences. DOI 10.1175/JAS-D-23-0100.1.Brought to you by Nanjing University of Information Science and Technology | Unauthenticated | Downloaded 11/26/23 08:32 AM UTC



33 

Fig. 12 As in Fig. 11, but for (a) NAO−, (b) PWNAO
and (c) NWNAO

. 
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Compared to the large amplitude of 
0 1

K

 , 
2 1

K

 shows a relatively weak oscillation

during the life cycle of NAO events (black lines in Fig. 10c and 10d; see also Fig. 9). It 

should be mentioned that the relative smaller amplitude of 
2 1

K

  as compared to 
0 1

K

 during

most of the lag days is not likely due to the cancellation between different events. This is 

confirmed when looking at the variance of two terms (Fig. S1 in the supplementary material), 

which shows that the standard deviation of 
0 1

K

  is also larger than that of 
2 1

K

 . The positive

sign of 
2 1

K

 indicates that synoptic eddies indeed act to feed the lower-frequency NAO flow

via inverse cascades. From the spatial pattern, one can see that 
2 1

K

 is mainly distributed in

the downstream of the NAO region (Fig. 13 and Fig. 14). The time sequence exhibits 

oscillatory behavior during the life cycles of NAO+ and NAO−, with a moderate peak (below 

the 90% confidence level) at lag −1 days for both phases (Fig. 10c,d). Significant difference 

between the two phases exists in the segment of lag −12 to −6 days during which 
2 1

K

 is

significantly larger for the NAO− than the NAO+. It should be noted that neither K1 or K2 

during this time segment shows a significant difference between the two phases. As will be 

shown in the next subsection, the overall insignificant eddy forcing strength, in terms of 

inverse cascades of KE, in the composites through all winters, is due to a large offset of this 

process between the two interannual regimes. 

Accepted for publication in Journal of the Atmospheric Sciences. DOI 10.1175/JAS-D-23-0100.1.Brought to you by Nanjing University of Information Science and Technology | Unauthenticated | Downloaded 11/26/23 08:32 AM UTC



35 

Fig. 13 Time-evolution spatial patterns of the vertically-averaged (1000–100 hPa) 
2 1

K



(color shading; unit: 10−5 m2 s−3) and K2 (black contour; CI: 10 m2 s−2 starting from 40 m2 s−2) 

for (a) NAO+, (b) 
+

PWNAO  and (c) 
+

NWNAO . 
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Fig. 14 As in Fig. 13, but for (a) NAO−, (b) PWNAO
and (c) NWNAO

. 
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In addition to the above two source terms, baroclinic energy conversion (B1) is another 

key source of K1, especially during the decay stage of the event (black lines in Fig. 10e,f). 

This term maximizes over the western Atlantic basin and eastern North America, and is 

generally in larger amplitude during the life cycle of the NAO− than that of the NAO+ over 

the NAO region (see Fig. 15 and Fig. 16). Note that positive B1 is associated with the 

ascending of warm air and sink of cold air anomaly on the intraseasonal time scale. This 

suggests that the baroclinic energy conversion associated with the slow changes of the 

overturning circulation is an important energy source that maintains the NAO− against 

dissipation. The positive B1 also contributes to the K1 growth in the decay stage of the NAO+, 

but with a much smaller amplitude compared to that of the NAO−. 
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Fig. 15 Time-evolution spatial patterns of the vertically-averaged (1000–100 hPa) B1 

(color shading; unit: 10−5 m2 s−3) for (a) NAO+, (b) 
+

PWNAO  and (c) 
+

NWNAO . 
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Fig. 16 As in Fig. 15, but for (a) NAO−, (b) PWNAO
and (c) NWNAO

. 
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Nonlocal energy dispersion (
1 1

KD  ) and dissipation (
1

KR ) are the two dominant sinks of 

K1 over the NAO region (Fig. 10g–j). Due to the high variances of these two processes, their 

differences between the NAO+ and NAO− are not significant at the 90% confidence level for 

most lags. Nevertheless, some significant results are noticeable: 1) compared to the NAO−, 

the outward energy flux for the NAO+ is reduced in the growth stage and enhanced in the 

decay stage (Fig. 10g,h); 2) dissipation is generally more intensified for the NAO− than for 

the NAO+, especially during the segment from lag −3 to +1 days. 

b. Interannual regimes

As mentioned above, the asymmetry of the interannual NAO regimes, in terms of the

occurrence frequency, persistence and amplitude of events as well as their associated energy 

reservoirs, can be more significant than that between the two phases of NAO, the latter of 

which has attracted much attention recently (Barnes and Hartmann 2010; Luo et al. 2018; 

Schmith et al. 2022; Zhao et al. 2023; Ma and Liang 2023). In the following, we investigate 

the dynamical processes responsible for the distinct features of the NAO events in the two 

interannual regimes. 

Regarding the NAO+ events, recall that K1 over the NAO region is significantly larger for 

the 
+

NWNAO  than the 
+

PWNAO  (Fig. 8c). This feature cannot be explained by the interannual 

modulation of barotropic instability because 
0 1

K

 generally shows stronger value during the

life cycle of the 
+

PWNAO  than that of the 
+

NWNAO  (red and blue lines in Fig. 10a). A striking 

difference exists between the inverse cascade processes (
2 1

K

 ) of the two regimes (red and

blue lines in Fig. 10c). For the 
+

NWNAO , the strength of inverse cascades episodically rises 

and drops; three large and significant peaks occur at lag −7, −1 and +6 days, respectively. In 

contrast, the inverse cascade seems largely suppressed during the entire life cycle of the 

+

PWNAO , which is likely due to the strong jet stream in the positive NAO winters so that the 

synoptic eddies do not have enough time to fully interact with the NAO+ flow before they are 

advected out of the region. The above results indicate that the inverse cascade process plays 

an important role in the asymmetry between the K1 variations during the 
+

PWNAO  and 

+

NWNAO  life cycle. That is, 
+

NWNAO (
+

PWNAO ) is associated with enhanced (reduced) inverse 

Accepted for publication in Journal of the Atmospheric Sciences. DOI 10.1175/JAS-D-23-0100.1.Brought to you by Nanjing University of Information Science and Technology | Unauthenticated | Downloaded 11/26/23 08:32 AM UTC



41 

cascades from the synoptic eddies and thus intensified (weakened) KE on the intraseasonal 

times scale. 

It is interesting to note that the strength of the inverse cascades does not seem to be 

positively correlated with the strength of the storm track eddy KE reservoir. For example, 

there are enhanced (weakened) inverse cascades from the synoptic transients during the 

whole 
+

NWNAO (
+

PWNAO ) life cycle (Fig. 10c). In contrast, the K2 level does not exhibit a 

noticeable enhancement during the life cycle of 
+

NWNAO  except in a short segment before the 

onset day (Fig. 8a). Since the dominant source of K2 is the release of APE stored in the 

background jet stream via baroclinic instability, we plot the buoyancy conversion on the 

synoptic scale (denoted as B2) in Fig. 8e and 8f. It can be seen that the strength of baroclinic 

generation is generally smaller during the life cycle of 
+

NWNAO  compared to 
+

PWNAO  (Fig. 

8e). This seems to imply that the strength of the inverse cascading process is not proportional 

to the generation rate of synoptic transients. The underlying mechanism is more complex than 

what one might intuitively expect. A preliminary discussion from the perspective of the jet 

stream is presented in section 4c. 

In addition to 
2 1

K

 , B1 also contributes to the anomalously large K1 level for the 
+

NWNAO , 

but its effect is only limited in a short segment between lag −1 to +3 days (Fig. 10e). With 

regard to the sink processes, nonlocal energy dispersion also exhibit a clear asymmetry 

between the 
+

PWNAO  and 
+

NWNAO  regimes (Fig. 10g). More K1 is transported out of the NAO 

region for the 
+

PWNAO  due to the strengthened westerly jet stream. Inversely, K1 tends to be 

accumulated in the NAO region due to reduced energy dispersion during the life cycle of 

+

NWNAO . This suggests that nonlocal process also plays an important role in the asymmetry 

of NAO+ between the two interannual regimes. The residue term 
1

KR displays oscillatory 

variation, with no significant differences between the two regimes. Besides, this term is 

generally smaller in amplitude than the nonlocal term. 

The energetics of the NAO− events in the two interannual regimes are more complex. As 

mentioned earlier, K1 during the peak (early and decay) stage is more intensified for the 

PWNAO
( NWNAO

). Our goal here is to understand what physical processes control such 

time- and regime-dependent features. Similar to the NAO+ case, 
0 1

K

 has a larger amplitude
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for the PWNAO
than for the NWNAO

, indicating that the background flow is more 

barotropically unstable during the positive NAO winters than the negative NAO winters. This 

can only explain the K1 difference during the peak stage of the PWNAO
 and NWNAO

. The

temporal evolution of 
2 1

K

 and B1 exhibits distinct (even opposite) evolutions during the life

cycles of the PWNAO
and NWNAO

. It can be seen from Fig. 10d and 10f that 
2 1

K

 (B1) is

significantly larger from lag −10 (−9) to −7 (−4) days for the NWNAO
than the PWNAO

, 

whereas the reverse occurs during the segment from lag −5 (−2) to +1 (+2) days. This 

suggests that both the inverse cascades from synoptic eddies and baroclinic energy 

conversion are responsible for the excessive K1 at the early (peak) stage of NWNAO

( PWNAO
). Regarding the decay stage of NWNAO

, baroclinic energy conversion becomes the 

dominant factor that maintains the excessive K1 during that time (compare the significant 

difference of B1 between the two interannual regimes in Fig. 10f). It is interesting to note that 

the inverse cascade process during the decay stage does not show a clear difference between 

the PWNAO
 and the NWNAO

, even though there exists a significant difference between the

K2 reservoir for the two regimes in this period (Fig. 8b). The magnitudes of the nonlocal and 

dissipation processes exhibit complex variations during the life cycle of the PWNAO
and 

NWNAO
, although differences between the two regimes are not statistically significant at the 

90% level at most lags due to their strong variance. Generally, both two processes act to 

balance the excessive K1 during the life cycles of the two regimes. In other words, they are 

not cause of the distinct intraseasonal variability as observed in the two interannual NAO 

regimes. 

c. Role of the jet stream

The above energetics analysis suggests a linkage between the North Atlantic jet stream

and the anomalous NAO flow. On one hand, the jet stream directly feeds the NAO flow 

through barotropic instability. On the other hand, the strength of the jet stream modulates the 

high-frequency synoptic transients by baroclinic instability, which further exerts its feedback 

on the slow-varying NAO flow via inverse cascades. In addition, the jet stream may also 

influence the energy dispersion by changing the meridional PV gradient as suggested by Luo 
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et al. (2018). In the following, we present the regime-dependent feature of the above-

mentioned processes from the perspective of the role of jet stream. 

For the NAO+ events, the jet stream is more intensified during the life cycle of 
+

PWNAO

than 
+

NWNAO . From Fig. 17 (black contours), it can be seen that the core of the jet stream is 

more zonally spread out across the NAO region during the segment from lag −2 to +4 days of 

+

PWNAO  than that of 
+

NWNAO . This creates larger meridional temperature gradient and thus

larger baroclinic energy conversion to synoptic transients during the life cycle of 
+

PWNAO

(Fig. 18). However, as mentioned previously, larger baroclinic generation rates do not 

necessarily lead to stronger inverse cascades. The strength of inverse cascades is not only 

dependent on the strength of baroclinic instability, but is also dependent on the dispersion 

process modulated by the background jet stream. To see this, we further analyze the 

magnitude of PVy, which has been used to quantify the strength of energy dispersion in the 

North Atlantic jet region (Luo et al. 2018). According to Luo et al. (2018), enhanced (reduced) 

PVy is indicative of enhanced (reduced) energy dispersion. Indeed as shown in Fig. 17 (color 

shading), the magnitude of PVy is significantly larger for 
+

PWNAO  than 
+

NWNAO  in the NAO 

region. This confirms that the stronger jet stream during the life cycle of 
+

PWNAO  causes 

more energy dispersion, and thus leads to the suppression of inverse cascades. 

Another possible factor that may influence the strength of inverse cascades is the lateral 

shear created by the jet stream. Robert et al. (2017) identified a negative eddy feedback in 

their three-level quasigeostrophic model: the enhanced meridional wind shear associated with 

the acceleration of the jet tends to increase the barotropic inverse cascades and hence weaken 

the synoptic eddies. This mechanism does not seem to apply to the asymmetry of eddy 

feedback between the two interannual regimes. In our case, the wind shear is larger for 

+

PWNAO  than 
+

NWNAO , whereas the inverse cascade is larger for 
+

NWNAO  than 
+

PWNAO . 
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Fig. 17 Time-evolution spatial patterns of PVy (unit: 10−13 K m2 kg−1 s−1) and zonal

velocity (black contour; CI: 4 m s−1 starting from 20 m s−1) at 300 hPa for (a) NAO+, (b) 

PWNAO
and (c) NWNAO

. 
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Fig. 18 Time-evolution spatial patterns of the vertically-averaged (1000–100 hPa) B2 

(color shading; unit: 10−5 m2 s−3) and the meridional temperature gradient (black contour; CI: 

10−6 K m−1 starting from 6×10−6 K m−1) at 300 hPa for (a) NAO+, (b) 
+

PWNAO  and (c) 

+

NWNAO . 
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Regarding the NAO− events, the early stage of PWNAO
 is characterized by a more 

enhanced and northward-shifted jet compared to that of NWNAO
 (black contour in Fig. 19). 

Similar to the scenario mentioned above, the large energy dispersion (large PVy) is likely 

responsible for the weak inverse cascade in this segment of PWNAO
, albeit with enhanced

level of baroclinic instability (Fig. 8f and Fig. 20). In contrast, the relationship between the 

jet stream and the inverse cascades in the peak and decay stages seems more straightforward. 

That is, the stronger jet creates more synoptic transients via baroclinic instability which in 

turn leads to more efficient inverse cascades. The PVy is relatively in the NAO region during 

these stages in the NAO region, suggesting that the influence of energy dispersion on the 

inverse cascade is limited (color shading in Fig. 19). 
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Fig. 19 As in Fig. 17, , but for (a) NAO−, (b) PWNAO
and (c) NWNAO

. 
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Fig. 20 As in Fig. 18, but for (a) NAO−, (b) PWNAO
and (c) NWNAO

. 
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The above results provide evidence that the relation between the North Atlantic jet stream, 

synoptic transients and inverse cascading process is more complex than that suggested in 

previous studies (e.g., Branstator 1992; Lorenz and Hartmann 2003; Barnes and Hartmann 

2010), especially when considering the interannual regimes of the NAO events. More work is 

needed to reveal the underlying dynamics, which will be the task of future investigations. 

5. Conclusion and discussion

The interannual variability of the NAO events is investigated using the 142-year (1871–

2012) 20CR reanalysis data, and a novel, time-dependent, and spatially localized energetics 

analysis is employed to examine the dynamics of the asymmetry between the interannual 

NAO regimes. Three orthogonal scale windows, namely, a seasonal mean flow window, an 

intraseasonal-scale window and a synoptic-scale window, are introduced with the aid of the 

MWT (Liang and Anderson 2007). The nonlinear energy transfers between these scale 

windows are diagnosed using the theory of canonical transfer in light of energy conservation 

across scales (Liang 2016). Based on a winter-time mean NAO index and a daily NAO index, 

four subgroups of typical events are identified, i.e., NAO+ events in positive (negative) NAO 

winter regime and NAO− events in positive (negative) NAO winter regime, which are 

denoted as 
+

PWNAO , 
+

NWNAO , PWNAO
and NWNAO

, respectively. Analyses of the statistics, 

spatiotemporal characteristics and energetics of these subgroup events lead to the following 

conclusions. 

The interannual NAO regime reflects the ensemble mean of NAO events occurring on the 

intraseasonal time scale. The positive interannual NAO regime is dominated by higher (lower) 

occurrence frequency of 
+

PWNAO  ( PWNAO
) events, with more (less) persistent lifespan and 

enhanced (reduced) intensity, whereas the negative interannual NAO regime is dominant by 

higher (lower) frequency of occurrence of NWNAO
 (

+

NWNAO ) events, with more (less) 

persistent lifespan and enhanced (reduced) intensity. 

In general, NAO− (NAO+) is associated with enhanced (reduced) intraseasonal variability 

and thus larger (smaller) K1 in the North Atlantic sector. However, the energetics features are 

distinctly different between interannual regimes, indicating different dynamical sources of 

these regimes. It is found that K1 is significantly enhanced for the 
+

NWNAO  compared to that 

for the 
+

PWNAO , mainly due to episodical bursts of inverse cascade process from synoptic 
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transients and reduced energy dispersion during the life cycle of the 
+

NWNAO . Regarding the 

negative-phase events, significantly larger amplitude of K1 is observed in the early and decay 

stages of NWNAO
 than PWNAO

, whereas the reverse occurs in the peak stage. Both the

inverse cascades and baroclinic energy conversion play important roles in the formation of

excessive K1 in the early stage of NWNAO
, whereas only the latter contributes to the larger K1 

during the decay stage of NWNAO
 compared to that of the PWNAO

. The barotropic transfer 

from the mean flow, inverse cascades and baroclinic energy conversion are all responsible for 

the strengthened K1 in the peak stage of PWNAO
.

Our results suggest that the essential dynamical processes that control the growth and 

decay of the intraseasonal NAO events, including the barotropic transfers from the mean flow 

and synoptic transients, the baroclinic energy conversion and energy dispersion, are not only 

phase-dependent, but also regime-dependent on the interannual and longer time scales. An 

implication of this analysis is that events that fall on different interannual regimes should be 

considered separately, otherwise it may be difficult to identify the relevant mechanisms due 

to the large offset of certain processes between different regimes. An example of this is the 

inverse cascade process which even exhibits out-of-phase variations during the life cycles of 

events with the same phase but different interannual regimes (see Fig. 10c and 7d). 

Another interesting result revealed by our analysis is that the barotropic energy transfer 

from the mean flow to the intraseasonal-scale flow, whose amplitude is generally correlated 

with the growth and decay of K1 for both positive- and negative-phase events, is not 

responsible for the K1 asymmetry between the two interannual regimes, except for the peak 

stage of PWNAO
 and NWNAO

. The enhanced barotropic transfer during the positive NAO

winters (for both phases) reflects the interannual modulation of the jet stream intensity, i.e., 

on the interannual time scale, the strengthening of the jet stream leads to enhanced barotropic 

instability, and thus enhanced KE transfer from the mean flow to the intraseasonal-scale flow. 

However, we have already seen that overall this is not responsible for the distinction between 

regimes.

Our results also highlight the important role played by the baroclinic energy conversion in 

the formation and maintenance of the NAO events, which is usually not considered in 

classical models used to investigate the NAO (e.g., Simmons et al. 1983; Jin et al. 2006; Luo 
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et al. 2015). In particular, the baroclinic process is found to dominate the energy sources of 

the intraseaonal variability in the early and decay stages of the NWNAO
events. 

A limitation of this study is that the sample sizes of some composite groups (e.g., 

+

NWNAO  and PWNAO
) may not be large enough in the application of statistical significance 

tests. Due to the rather chaotic behavior of the synoptic transients during the life cycle of the 

NAO event, a faithful statistics of the diagnostic metrics associated with the synoptic 

transients (e.g., K2 and 
2 1

K

 ; see their temporal evolutions for individual events in Fig. S2

and Fig. S3 in the supplementary material) for the PW and NW interannual regimes may 

require much longer dataset than the present 142-year long 20CR reanalysis used in this study. 

Future study with longer dataset and idealized experiments is needed to check and justify the 

statistical significance of the impact of synoptic-related processes to different phases and 

regimes of the NAO. 

In this study, the role of the ocean–atmosphere coupling and external forcings such as 

solar radiation and volcanic eruption in the asymmetry between the interannual NAO regimes 

are not considered. Previous studies have shown that the NAO can drive large-scale SST 

changes in the North Atlantic, which in turn modify the NAO variability through thermal 

feedback processes (e.g., Rodwell et al. 1999; Robertson et al. 2000; Peng et al. 2003; Czaja 

et al. 2003). Besides, the interannual to decadal variations of the NAO have been found to be 

modulated by the phase of the solar cycle (e.g., Kodera 2002; Ineson et al. 2011; Gray et al. 

2013) and the volcanic activity (e.g., Stenchikov et al. 2002; Christiansen 2008; Ortega et al. 

2015; Qu et al. 2021). These external processes are not necessarily exclusive with the 

intrinsic atmospheric processes as focused in the present study, because they are likely to 

influence the asymmetry by modulating the strength and frequency of the intrinsic dynamical 

processes such as the interaction between the background jet and the NAO flow and the 

inverse cascades. Further studies are needed to understand the influences of these forcings on 

the long-term change of the NAO. 
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